A MONTE CARLO STUDY OF CORRELATION COEFFICIENT ESTIMATION WITH SPATIALLY AUTOCORRELATED OBSERVATIONS

ROGER BIVAND

Adam Mickiewicz University, Institute of Geography, Poznań, Poland

ABSTRACT. The problems involved in estimating the product moment correlation coefficient with spatially autocorrelated observations are set out, and a Monte Carlo experiment to explore risks made in inferring from such estimates is described. A range of different spatial lattices were used to investigate the errors introduced into the standard error estimator of Fisher's transformation of the correlation coefficient. The results of the experiment demonstrate that inference from correlation coefficient estimates in the presence of spatial autocorrelation is hazardous.

Introduction

The range of correlation coefficients available for the estimation of relationships between variables on the basis of sets of observations is wide. They share the property of varying between plus and minus unity, with zero representing the absence of a relationship between a given pair of variables. In the case of interval scaled observations, the Pearson product moment correlation coefficient is most frequently chosen; this does, however, require that the observations be relatively normal, since the coefficient is sensitive to major deviations from normality (Kowalski 1972, p. 11). After Siegel (1956, p. 18-34), one could reach for a non-parametric alternative, in the hope of getting an unbiased estimate of the coefficient. Unfortunately, one requirement shared by all correlation coefficients is that the observations from which they are calculated be independent.

In the case of a sample from a real or hypothetical population intended to estimate the unknown population value of a correlation coefficient, its null distribution may be altered (cf. Student 1914, Yule 1926). Unwin and Hepple conclude that “since the null distribution varies with each pair of series and their respective autocorrelations, ... the inferential analysis of correlation matrices, and associated multivariate statistics, such as factor analysis, becomes hazardous” (1974, p. 220). These considerations apply, of course, to series of observations in time or in space. Spatial autocorrelation is defined in the following way: “If the presence of some quality in a county of a country makes its presence in neighboring counties more or less likely, we say that the phenomenon exhibits spatial autocorrelation” (Cliff and Ord 1973, p. 1). Since individual observations convey information about their neighbours, the number...
of degrees of freedom of a given set of observations may be reduced. This phenomenon has been expressed by Cliff and Ord: "In general, when similar values of the variable tend to cluster in space, we say that the variable exhibits positive spatial autocorrelation... In the more usual situation of positive spatial autocorrelation, we face the problem that an observation carries less information than an independent observation, since it is partly predictable from neighbouring observations" (1975a, p. 725).

The problem considered below concerns the estimation of the product moment correlation coefficient from series of observations which are positively spatially autocorrelated. An attempt is made to estimate the values of the coefficient, and their differences from the observed values, thus yielding empirical estimates of the null distributions of the coefficients, for a number of spatial lattices, and a range of autocorrelated series.

Estimation

When the correlation coefficient describing the relationship of two series is unknown, it is possible to estimate it without the further use of statistical significance tests. When the observations form a "sample" from a hypothetical population, it has been argued that hypothesis testing may be heuristically acceptable (Cliff 1973, for an opposing view, cf. Henkel 1976). Unfortunately, statistics estimating parameters using series of observations are known to be biased by autocorrelation; for example, the variance of a spatial series with positive spatial autocorrelation will be biased downwards using classical estimators (Unwin and Heppe 1974, p. 220, Cliff and Ord 1975a, b, p. 300, Bivand forthcoming).

A further requirement concerns the choice of spatial scale, since it is known that spatial series can be altered or combined to yield very different estimates of the correlation between two variables (Yule and Kendall 1966, pp. 320 - 323, Openshaw 1977).

The product moment correlation coefficient is estimated as the covariance of two series of observations, \( x \) and \( y \), divided by the product of their standard deviations:

\[
\hat{r} = \frac{\hat{C}(x, y)}{\hat{\sigma}(x) \hat{\sigma}(y)},
\]

where

\[
\hat{C}(x, y) = (n - 1)^{-1} \sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y}),
\]

and

\[
\hat{\sigma}(x) = \sqrt{(n - 1)^{-1} \sum_{i=1}^{n} (x_i - \bar{x})^2},
\]

\[
\hat{\sigma}(y) = \sqrt{(n - 1)^{-1} \sum_{i=1}^{n} (y_i - \bar{y})^2},
\]

\[
\bar{x} = n^{-1} \sum_{i=1}^{n} x_i,
\]

\[
\bar{y} = n^{-1} \sum_{i=1}^{n} y_i.
\]

Where the parameters of the process governing the generation of a series are known, means and variances may be obtained using estimators given by Cliff and Ord (1972a, p. 727). The notation adopted here reserves \( \rho \) for the process parameter, leaving \( r \) as the product moment correlation coefficient in the population, and \( \hat{r} \) as its estimator.

Given an estimate of a population parameter, one is interested in its variance as a guide to inference about the value of the parameter. The construction of a confidence interval about the estimate allows us to test whether, for example, a parameter value of zero could fall within it. If the
distribution of the estimator is normal, the demarcation of the confidence interval is made easier (Wonnacott and Wonnacott 1972, pp. 141 - 147). However, since the values of the product moment correlation coefficient are bounded, the distribution of its estimator is non-normal, but may be normalized using Fisher's transformation (Yule and Kendall 1966, p. 497):

\[ z = \frac{1}{2} \ln \frac{1+r}{1-r}, \quad r = \tanh(z), \]

and \( z' = \frac{1}{2} \ln \frac{1+\hat{r}}{1-\hat{r}}, \quad \hat{r} = \tanh(z). \]

The estimator of the square root of the variance of \( \hat{z} \), the standard error, may be expressed as (David 1938, Kendall and Stuart 1963, pp. 309 - 391):

\[ \hat{\sigma}_1(\hat{z}) = \sqrt{(n-3)^{-1}} \] (3)

or

\[ \hat{\sigma}_2(\hat{z}) = \sqrt{(n-1)^{-1} + (4+r_0)/(2(n-1)^2)}, \] (4)

where \( r_0 \) is the hypothesized parameter value. Estimator (3) is recommended for \( n > 50 \), and (4) for \( n > 25 \), however, only (3) is used here. As may be seen, both depend on \( n \), indicating that bias will be introduced by positive spatial autocorrelation, resulting in the underestimation of the standard error. This would lead to a narrower confidence interval being used for inference than is in fact justified by the information carried by the observations. In order to investigate the bias in the standard error estimator empirically, a Monte Carlo experiment was undertaken.

Monte Carlo Study

The purpose of the study was to estimate the values of \( \hat{z} \) for a number of lattices, together with their biases and root mean square errors (Johnston 1972, p. 408).

A simulation procedure was developed using samples of \( n \) observations from a bivariate normal distribution. Spatial autocorrelation was introduced using a first order autoregressive model as has become accepted practice (Cliff and Ord 1973, p. 146 - 147, 1975a, p. 730, Cliff, Martin and Ord 1974, p. 285, Martin 1974, p. 189):

\[ x_i = \rho(x) \sum_{j=1}^{n} w_{ij} x_j + \epsilon_i, \] (5)

\[ y_i = \rho(y) \sum_{j=1}^{n} w_{ij} y_j + \epsilon_i, \quad i = 1, 2, \ldots, n, \]

or in matrix form:

\[ \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} \rho(x) \\ \rho(y) \end{bmatrix} \begin{bmatrix} W & \epsilon \\ \epsilon & \xi \end{bmatrix} \] (6)

where \( \epsilon_i, \xi_i \sim N(0, 1) \).

Parameters \( \rho(x) \) and \( \rho(y) \) specify the overall degree of spatial autocorrelation in the lattice; \( w_{ij} \) is an element of the matrix \( W \) of scaled weights, where:

\[ w_{ij} = \begin{cases} \text{1 if } i \text{ and } j \text{ are contiguous} \\ \text{0 otherwise} \end{cases} \]

It is clear that \( x \) and \( y \) may be generated by:

\[ \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} (1 - \rho(x))^{-1} \\ (1 - \rho(y))^{-1} \end{bmatrix} \begin{bmatrix} \epsilon \\ \xi \end{bmatrix} \] (7)

Where \( \rho \) is greater than zero, the transformed variable will contain \( n \) positively spatially autocorrelated observations. Since the calculation of the inverse matrix \((I - \rho W)^{-1}\), is inconvenient using standard procedures, a special inversion routine was written to invert the matrix using the power series of \( \rho W \), since \((I - \Lambda)^{-1} = \sum_{k=0}^{\infty} \Lambda^k = I + \Lambda + \Lambda^2 + \ldots\), where \( 1 > a_{ij} > 0 \) (Haldane 1961, p. 118 - 119). The series converges rapidly,
especially with small \( p \), reducing the time needed for inverting such large \( n \times n \) and sparse matrices.

The experiment was carried out in the following way:

1° Choose a lattice from the following:
   - A - \( n=25, \beta=2.00, 5 \times 5 \) regular lattice mapped onto a torus rock's case,
   - B - \( n=29, \beta=2.21 \), powiats of the former Poznań voivodeship,
   - C - \( n=33, \beta=2.32 \), taxonomic economic regions of Poland (Kukliński and Najgrakovski 1976, p. 55),
   - D - \( n=49, \beta=2.00, 7 \times 7 \) regular lattice mapped onto a torus, rock's case,
   - E - \( n=49, \beta=2.52 \), Polish voivodeships from 1st June 1975;

where \( \beta=e/\mu \), \( e \)-number of joins in the spatial system;

2° Select the values of \( \rho \) to be used, here 0.0, 0.5, 0.7, 0.9;

3° Calculate the necessary matrices \((I-\rho W)^{-1}\) using the power series procedure;

4° Generate 100 samples of \( \xi \xi \) using the same random number stream from symnorm, a multivariate random number generator (Krzyśko, Stolarski and Caliński 1973). The parameter values for the means, covariance matrix, and for \( \xi \) were \( \mu=(0,0) \),

\[ \Sigma = \begin{bmatrix} 1.0 & 0.5 \\ 0.5 & 1.0 \end{bmatrix}, \quad \text{and} \quad \xi = 0.5493; \]

5° Choose a pair of values of \( \rho \) as \( \rho_{(\alpha)} \) and \( \rho_{(\theta)} \);

6° Calculate \( x \) and \( y \) using (8);

7° Estimate the means and variances of the series, their covariance, correlation coefficient, and \( \tilde{z} \), repeating 6° and 7° 100 times;

8° Calculate the mean \( \tilde{z} = \frac{1}{100} \sum_{\rho=1}^{100} \tilde{z}_\rho \), the mean bias

\[ BIAS = \frac{1}{100} \sum_{\rho=1}^{100} (\tilde{z}_\rho - \tilde{z}); \]

and the root mean square error

\[ \text{RMSE} = \frac{1}{100} \sum_{\rho=1}^{100} (\tilde{z}_\rho - \tilde{z})^2; \]

9° Return to 5° and choose a new combination of values for \( \rho_{(\alpha)} \) and \( \rho_{(\theta)} \);

10° Return to 1° and choose a new lattice.

Results

The results of the Monte Carlo experiment are tabulated by lattice, clearly indicating the influence of spatial autocorrelation

\[ \begin{array}{cccc}
\text{LATTICE A} \\
\hline
\text{\( n=25 \)} & \text{\( 5 \times 5 \)} & \text{\( \beta=2.00 \)} & \hline
\end{array} \]

\[ \begin{array}{cccc}
\xi & \sigma_{1(\alpha)} & \tilde{z} & \text{BIAS} & \text{RMSE} \\
\hline
0 & 0 & 5.680 & 0.0187 & 0.2042 \\
0.5 & 0.5470 & -0.023 & 0.1919 \\
0.7 & 0.5275 & -0.0218 & 0.1990 \\
0.9 & 0.4966 & -0.0527 & 0.1890 \\
0.5 & 0.5633 & 0.0140 & 0.2092 \\
0.5 & 0.5796 & 0.0103 & 0.2190 \\
0.5 & 0.5453 & -0.0040 & 0.2282 \\
0.7 & 0.5631 & 0.0138 & 0.2362 \\
0.7 & 0.5588 & 0.0095 & 0.2527 \\
0.9 & 0.5651 & 0.0158 & 0.2831 \\
\end{array} \]

\[ \begin{array}{cccc}
\text{LATTICE B} \\
\hline
\text{\( n=29 \) Poznań} & \text{\( \beta=2.21 \)} & \hline
\xi & \sigma_{1(\alpha)} & \tilde{z} & \text{BIAS} & \text{RMSE} \\
\hline
0 & 0 & 5.686 & 0.0193 & 0.1965 \\
0.5 & 0.5485 & -0.0008 & 0.1944 \\
0.7 & 0.5152 & -0.0341 & 0.1957 \\
0.9 & 0.4471 & -0.1022 & 0.2170 \\
0.5 & 0.5187 & 0.0323 & 0.2344 \\
0.5 & 0.5780 & 0.0257 & 0.2549 \\
0.5 & 0.5402 & -0.0911 & 0.2779 \\
0.7 & 0.5887 & 0.0394 & 0.2871 \\
0.7 & 0.5795 & 0.0302 & 0.3378 \\
0.9 & 0.6013 & 0.0520 & 0.4173 \\
\end{array} \]
on the estimates of the standard error of \( \hat{\sigma} \), shown in the columns of root mean square error values. It is obvious that the rejection of a null hypothesis that the parameter \( \sigma = 0.0 \) may occur through the use of the biased estimator \( \hat{\sigma}_{(\hat{\gamma})} \) where the autocorrelation of the spatial series is marked. Bias in the estimator \( \hat{\sigma} \) seems to stem rather from differences in the processes generating the series of observations.

A further point of interest in the bias of the standard error estimator is that it appears to vary from lattice to lattice, confirming the view expressed by Unwin and Hepple cited above. For irregular lattices with both series strongly autocorrelated, the width of the confidence interval given using the estimator \( \hat{\sigma}_{(\hat{\gamma})} \) would seem to be about half that necessary to test the null hypothesis with an approximately correct level of significance. For the Polish voivodeships lattice, \( n = 49 \), \( \beta = 2.52 \), \( \hat{\sigma}_{(\hat{\gamma})} = 0.1473 \), \( \text{RMSE}_{0.9} = 0.3270 \), and \( \alpha = 0.05 \), the confidence interval would be \( \hat{\gamma} \pm 1.96 \times 0.1473 = \hat{\gamma} \pm 0.2887 \), where the confidence interval corresponding to a 5% significance level using the estimated standard error is in fact \( \hat{\gamma} \pm 1.96 \times 0.3270 = \hat{\gamma} \pm 0.6509 \). The confidence interval using \( \hat{\sigma}_{(\hat{\gamma})} \) here thus represents a significance level not of 5% but of 37%. This seems to demonstrate conclusively the dangers of inferring from the product moment correlation coefficient when the observations may be spatially auto-correlated.
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